INTRODUCTION

I am a sensitive observer, and my conclusion is that a vast majority of my patients get better as opposed to worse after my treatment.

Prefrontal lobotomist, sometimes attributed to Walter Freeman (quoted in Dawes, 1994, p. 48)

The mid-20th century description of lobotomies illustrates the dangers of poorly researched mental health treatments. Consequently, the paramount ethical principles for mental health practitioners and researchers (e.g., American Psychological Association [APA], 2002) are beneficence and nonmaleficence. Clinical practitioners and researchers must do good (beneficence) while also doing no harm (nonmaleficence).

Understandably, the bulk of psychological intervention research has examined beneficence through efficacy and effectiveness research (e.g., Cuijpers et al., 2013; Smith & Glass, 1977; Stewart & Chambless, 2009; Wampold & Imel, 2015). Unfortunately, research on psychological interventions that are potentially maleficent or harmful has lagged behind.

Questions about potential harm from psychotherapies date back more than half a century (e.g., Eysenck, 1952). Mental health treatments have long been known to be potentially and severely harmful (e.g., Josefson, 2001). However, not until more recently (Lilienfeld, 2007) have treatments been delineated into a provisional list of potentially harmful therapies (PHTs). The need to better understand PHTs continues to grow as popular media erroneously critiques well-established treatments as potentially harmful (e.g., exposure therapies; Morris, 2015), while treatments accepted as harmful (e.g.,...
reparative/conversion therapy; APA, 2009) continue to be made available (Mallory, Brown, & Conron, 2018).

Although Lilienfeld’s (2007) review of PHTs was provocative, the emergence of the replicability movement (Open Science Collaboration, 2015) and its extensions to clinical psychological science (Tackett, Brandes, King, & Markon, 2018; Tackett et al., 2017) highlight the need to reevaluate the credibility of clinical literatures. It is particularly important to vet claims of harm (or efficacy) in an era where concerns about p-hacking and underpowered studies loom large (Nelson, Simmons, & Simonsohn, 2018). In the current article, we draw upon multiple methods popularized during the replicability movement for evaluating the strength of evidence in scientific literatures. We produce a synthesis of evidential value—broadly defined—for the claims of potential harm from therapies identified by Lilienfeld.

1.1 Potentially harmful therapies

Lilienfeld (2007) highlights the difficulties in identifying criteria for harmful therapies, and the debate as to how to best do so continues to this day (e.g., Jarrett, 2008; Linden, 2013). To minimize threats to internal validity and increase our confidence that a PHT may be leading to harm, the current review only examined PHTs that Lilienfeld identified using evidence from randomized controlled trials (RCTs). Consequently, facilitated communication, attachment therapies, recovered-memory techniques, DID-oriented therapy, peer-group interventions of conduct disorder, and relaxation treatments for panic-prone individuals were not included in the current review, while the following PHTs were included:

1.1.1 Boot camp for conduct disorder

Boot camps are modeled after military basic training and are designed to decrease disruptive or illegal behavior that is associated with conduct disorder. Despite a decrease in popularity since the 1990s (Meade & Steiner, 2010), boot camp programs are still available in some states.

1.1.2 Critical Incident Stress Debriefing (CISD)

CISD was developed (Mitchell, 1983) as a preventative intervention to assist emergency responders exposed to a severe stressor. Debriefing (not to be confused with the ethical research procedure), psychological debriefing, and critical incident response are similar intervention strategies to CISD. Implicit to the theoretical basis of CISD and other forms of debriefing is that nearly all individuals exposed to a severe stressor can benefit from an intervention shortly thereafter. CISD proponents contend that all of the research demonstrating harm (for reviews, see Gist, 2015; Lohr, Gist, Deacon, Devilly, & Varker, 2015; Rose, Bisson, Churchill, & Wessely, 2002) is due to poor clinician training, erroneous application of the intervention to populations other than emergency responders, and using the intervention with individuals rather than small groups (Everly & Mitchell, 2000; Mitchell, n.d.). CISD continues to be an active and available intervention option with a training organization and professional meetings (e.g., see https://icisf.org/).

1.1.3 DARE

DARE (Drug Abuse Resistance Education) and similar efforts (e.g., Sloboda et al., 2009) aim to limit underage substance use. In the original DARE curriculum, a uniformed police officer taught students about the perils of drug/alcohol use. The program has been modified in recent years in an attempt to make it more interactive and closely aligned with research-based prevention methods (Caputi & McLellan, 2017). DARE claims to be present in 75% of US school districts and over 50 countries (About DARE, 2019).

1.1.4 Expressive-experiential psychotherapies

Lilienfeld (2007) identified a traditional yet diverse set of talk therapies (as opposed to art-, music-, or drama-based expressive therapies; Malchiodi, 2013) that have a shared mechanism of therapeutic effect: the re-experiencing and heightening of strong emotions (e.g., anger). Intensifying

Public Health Significance

Psychological interventions designed to help people sometimes inadvertently harm them instead. In our examination—incorporating more than 70 reports—of treatments previously identified as potentially harmful, we found that the clinical trials often provided weak scientific evidence and are therefore difficult to interpret. However, some interventions showed stronger evidence for harm and only grief therapy showed promise of benefit; as such, the remaining treatments we examined require more compelling, reproducible, and replicable evidence of benefit to justify continued clinical use.
the experience of painful emotions (e.g., anger is increased and prolonged) may serve as a possible source of harm (Moos, 2005).

1.1.5 | Grief counseling

Grief counseling consists of a broad group of psychotherapies designed to assist individuals in coping after the death of a close social contact. Despite concerns that grief counseling may subvert the normal grieving process into a complicated or pathological one (see Bonanno & Lilienfeld, 2008; Larson & Hoyt, 2007 for continued debate), training and continuing education in grief counseling is commonplace.

1.1.6 | Scared Straight

With the goal of deterring future criminal behavior, Scared Straight interventions (made famous through the documentary Scared Straight!; Shapiro, 1978) involve at-risk juveniles being confronted and intimidated by inmates who describe the dangers of prison life (e.g., violence, sexual assault, abuse). Evidence suggests that these programs may in fact increase rates of recidivism (Petrosino, Turpin-Petrosino, Hollis-Peel, & Lavenberg, 2013), yet Scared Straight programs continue to be used as indicated by the release of the television series Beyond Scared Straight (Shapiro & Coyne, 2011).

1.2 | The replicability movement and clinical psychology

Replication of iatrogenic effects by independent research teams is central to Lilienfeld’s (2007) recommendations for establishing harm. Although replication is an ostensible cornerstone value of psychological science, psychologists across subdisciplines have been forced to grapple with ascribing meaning to replication failures of both individual (e.g., Cheung et al., 2016; O’Donnell et al., 2018; Wagemakers et al., 2016) and collections of effects (Klein et al., 2014; Open Science Collaboration, 2015) by large-scale collaborative research efforts. This startling dearth of replicability (see Nelson et al., 2018; Spellman, 2015, for reviews) has left psychological scientists questioning much of what they thought they knew about best practices for study planning (Nosek, Ebersole, DeHaven, & Mellor, 2018; Schönbrodt & Perugini, 2013), psychological measurement (Flake & Fried, 2019; Hussey & Hughes, 2018; Sakaluk, 2019), data analysis (Benjamin et al., 2018; Cumming, 2014; John, Loewenstein, & Prelec, 2012; Lakens et al., 2018; Simmons, Nelson, & Simonsohn, 2011), sharing research materials (Meyer, 2018; Nosek, Spies, & Motyl, 2012; Soderberg, 2018), synthesizing literatures (Carter, Schönbrodt, Gervais, & Hilgard, 2017; Rouder & Morey, 2011), and even academic writing (Gernsbacher, 2018).

The replicability movement discourse has now pervaded clinical psychological science (Tackett et al., 2017, 2018; Walsh et al., 2018). That clinical research might also possess limited replicability should, on its face, not be a terribly surprising possibility. Indeed, many of the same factors argued to underlie low replicability in other areas of psychology (e.g., low statistical power; Maxwell, 2004) have a long history of being acknowledged—and ignored—in clinical psychological science (Cohen, 1962). The replicability of clinical research might also be challenged by unique subdisciplinary factors, such as the burden of recruiting samples for psychotherapy trials and tightly accredited training curricula often leaving little in the way of time or encouragement for trainees to invest in deeper levels of methodological and analytical acumen (King, Pullmann, Lyon, Dorsey, & Lewis, 2018). The possibility, if not likelihood, of unreplicable findings in clinical research is all the more concerning in light of clinical science being brought to bear on the everyday lives of consumers, health-care providers, managed care administrators, and policy makers seeking evidence-based treatments.

A crux of the looming replicability issue in clinical research is the over-reliance on null hypothesis significance testing (NHST). $p < .05$, at the best of times, is a relatively low bar of evidence (Benjamin et al., 2018) for a couple of research teams to surpass in order to claim efficacy (Chambless et al., 1998) or harm (Lilienfeld, 2007); this is especially true when the “rules” of NHST are not followed, which can lead to dramatically inflated rates of false-positive findings (Nelson et al., 2018; Simmons et al., 2011). When coupled with a system of publication that fetishizes claims of a “significant” effect (Rosenthal, 1979)—to the disparagement of null effects—one could easily understand how a literature could become overrun with unreplicable findings. Clinical literatures therefore must be (re)appraised through a broader lens of evidential value, beyond an exclusive reliance on the $p < .05$ threshold. Researchers must not only consider whether a claim is supported by an effect that is “significant” or null, but also how believable, credible, or otherwise reasonable the claims are in light of other features of the research design and resulting data.

In a recent meta-scientific review, Sakaluk, Williams, Kilshaw, and Rhyner (2019) broadly evaluated the credibility of the clinical trials underpinning psychological interventions labeled “Empirically Supported Treatments” (ESTs). Often billed as encapsulating gold-standard psychological treatments (e.g., exposure therapy) for particular diagnoses (e.g., specific phobias), therapies deemed ESTs were traditionally required to meet a set of criteria demonstrating efficacy (Chambless et al., 1998) similar to Lilienfeld’s (2007) criteria for harm (though see Tolin, McKay, Forman, Klonsky, & Thombs, 2015, for
recommended new EST criteria). Despite the high evidential value suggested by the labeling of these treatments, Sakaluk et al. (2019) found that research reports of many ESTs—including a number categorized as possessing particularly “strong” evidence by traditional criteria—were contaminated by reporting errors, imprecise studies, inflated rates of statistically significant effects given a particular study’s precision, and ambiguous efficacy compared with a null effect. With more than 50% of the articles on ESTs they investigated performing poorly across most metrics of evidential value, Sakaluk et al.’s findings call into question what is meant by “empirically supported” when describing psychological interventions.

1.3 The current meta-scientific review

The discourse of replicability in clinical psychological science (Tackett et al., 2017, 2018; Walsh et al., 2018) highlights the need to reevaluate the evidential value underlying clinical intervention trials. Strong evidence, however, is needed to legitimize not only claims of benefit via therapeutic efficacy (Sakaluk et al., 2019), but also claims of (non)maleficiency via therapeutic harm (or the lack thereof). In the current meta-scientific review, we assessed the evidential value of six interventions identified by Lilienfeld (2007) as PHTs. As in Sakaluk and colleagues’ review (2019), we adopt a broader conceptualization of evidential value beyond p-values/statistical significance. Specifically, we consider rates of misreporting, estimates of statistical power, R-Index values, Bayes factors, and posterior estimates of effect size, in order to assess the evidential value for harm from each PHT.

2 METHOD

Below, we describe the methods for determining our sample of relevant reports, effects within reports, coding strategy, and analytic approach. Given the breadth and complexity of large meta-scientific syntheses like these, we have endeavored to make all features of our investigation transparent and reproducible whenever possible. All our decision-making documents, coded data frames, and analytic materials are available on our Open Science Framework project (https://osf.io/5g6m7/). Additionally, the majority of our inclusion/exclusion criteria and coding analytic strategies were preregistered prior to analysis, and changes to this protocol were documented throughout the duration of the project.

2.1 Sample of reports and effects

In keeping with the previous meta-scientific synthesis of clinical intervention literature (Sakaluk et al., 2019), we used an externally determined database to dictate the scope of our review. Namely, we initially relied upon Lilienfeld’s (2007) references when selecting the studies to include in our sample, and the harmful outcomes he identified when deciding the effects to code. We then expanded the scope of the review by including trials evaluated in 26 other reviews of PHTs (including many systematic reviews), 23 of which were published after Lilienfeld’s review (for these reviews, see Barnett & Howard, 2018; Birur, Moore, & Davis, 2017; Caputi & McLellan, 2017; Faggiano, Minozzi, Versino, & Buscemi, 2014; Faggiano et al., 2005; Flynn, Falco, & Hocini, 2013; Forneris et al., 2013; de Graaf, Honig, Pampus, & Stramrood, 2018; Horn & Feder, 2018; Howlett & Stein, 2016; Joyce et al., 2016; Kearns, Ressler, Zatzick, & Rothbaum, 2012; Kramer & Landolt, 2011; Lapp, Agbokou, Peretti, & Ferreri, 2010; Meade & Steiner, 2010; Pack, 2013; Pan & Bai, 2009; Petrosino et al., 2013; Qi, Gevonden, & Shalev, 2016; Rose et al., 2002; Rosner, Kruse, & Hagl, 2010; Skeffington, Rees, & Kane, 2013; Welsh & Rocque, 2014; West & O’Neal, 2004; Wethington et al., 2008; Wittouck, Van Autreve, De Jaegere, Portzky, & Heeringen, 2011).

We extracted all potential RCTs (and RCTs from meta-analyses) cited in Lilienfeld (2007) as well as all RCTs related to PHTs cited in the other reviews. This included reports with randomization at levels other than that of the individual (e.g., classroom). Our efforts yielded 110 potential reports for inclusion in our review (21 from non-peer-reviewed sources). Twenty-one reports were then excluded prior to coding for the following reasons: determined to be something other than a prospectively randomized trial (quasi-experimental study, literature review, mediator study, etc.) (8); lacked relevant PHT outcomes (4); study of something other than a PHT (4); duplicates (3); could not be identified after reviewing the article and references and contacting the authors (1); and unpublished report that could not be obtained from interlibrary loan requests, requests to colleagues, and attempts to contact the authors (1). Of the remaining 89 reports, 14 were ruled ineligible during the coding process (e.g., contained no group comparison or did not provide outcome data related to a PHT). Ultimately, effects from 75 reports were included in our analyses. We deemed effects eligible if they were considered relevant for potential harms in Lilienfeld (2007; Table 1, p. 58, and additional harms specified within the text). We also included other potential harms if they had strong face validity (e.g., worsened grief as a potential harm from grief counseling).

2.2 Coding strategy

The last author, who was primarily responsible for the analyses, divided the reports among the other four authors, who carried out the coding. Each article was independently reviewed by two authors, and all coding disputes were resolved via an archived
for/against an intervention’s harm than do effects that can sufficiently reported statistics cannot be verified, we propose & Wicherts, 2016) for each PHT. As misreported or insuf- were misreported (Nuijten, Hartgerink, Assen, Epskamp, & Ruscio, Haslam, & Ruscio, 2006, for similar sentiments). We also drew on the heuristic cutoffs for each metric described by Sakaluk et al. (2019) as a reasonable starting place for categorizing and contextualizing the evidential value of the PHT literature.

2.3 Analytic strategy

As in Sakaluk et al. (2019), we did not consider any one met- ric of evidential value as the absolute arbiter of truth for a claim of harm or efficacy, but rather, we deemed consistency across metrics as providing stronger evidence for (or against) an intervention’s harm (see Hu & Bentler, 1999; Mayo, 2018; Ruscio, Haslam, & Ruscio, 2006, for similar sentiments). We also drew on the heuristic cutoffs for each metric described by Sakaluk et al. (2019) as a reasonable starting place for categorizing and contextualizing the evidential value of the PHT literature.

2.3.1 Misreporting

First, we evaluated the extent that inferential statistics were misreported (Nuijten, Hartgerink, Assen, Epskamp, & Wicherts, 2016) for each PHT. As misreported or insuffi- ciently reported statistics cannot be verified, we propose that higher levels of misreporting constitute weaker evidence for/against an intervention’s harm than do effects that can be verified as accurately reported. We appraised the rates of gross (affecting claims of statistical significance) and minor (not affecting claims of statistical significance) misreport- ing using Schönbrodt’s p-checker application (2018); when present, the last author manually verified effects that were flagged as gross errors.

2.3.2 Power-related indexes

We also calculated two different metrics of statistical power for studies to detect effects of harm (or efficacy). First, for pairwise comparisons between treatment and control conditions at a given measurement point (e.g., post-treatment), we calculated the median smallest effect size (Cohen’s d) that could be reliably detected at 80% power given a study’s reported sample size. We propose that well-powered studies that can reliably detect reasonable and clinically appropriate effect sizes constitute stronger evidence than low-powered studies that can only detect large and implausible effects. We calculated two variations of this metric—a one-tailed version (testing harm only) and a two-tailed version (testing harm or efficacy) using the pwr package (Champely, 2018) for R (R Core Team, 2018).

The second power-related index of evidential value we calculated was Schimmack's Replicability Index (R-Index; 2016). The R-Index estimates and then compares the median observed power for a set of studies against the rate of statistical significance for that same set of effects. These two rates should be equal in the long run, so rates of significance in excess of typical power levels is taken as a metric of inflation. The final R-Index is then computed as the difference between median observed power and the inflation rate, effectively attempting to correct or penalize sets of studies for excessive significance (see also Schimmack, 2012). We submit that studies that are either typically low-powered or contain excessive rates of significance constitute weaker statistical evidence than do studies with good power and with appropriate levels of statistical significance given their power. We estimated R-Index using Schönbrodt’s p-checker application (2018).

2.3.3 Bayes factors

The final metrics of evidential value we calculated within a given PHT were individual and meta-analyzed Bayes factors (Rouder & Morey, 2011; Rouder, Speckman, Sun, Morey, & Iverson, 2009). These metrics estimate the relative proba- bilities of two hypotheses (i.e., harm vs. no effect/effi- cacy) and were computed using a noninformative prior (i.e., the Jeffreys–Zellner–Siow, or JZS, prior) to allow the data to determine the range of possible probabilities. Similar to

### TABLE 1 Potential harms coded

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Potential harms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical incident stress debriefing</td>
<td>Heightened risk for posttraumatic symptoms</td>
</tr>
<tr>
<td></td>
<td>Heightened risk for anxiety symptoms</td>
</tr>
<tr>
<td>Scared straight interventions</td>
<td>Exacerbation of conduct problems</td>
</tr>
<tr>
<td></td>
<td>Increased probability of offending</td>
</tr>
<tr>
<td>Grief counseling</td>
<td>Increases in depressive symptoms</td>
</tr>
<tr>
<td></td>
<td>Increases in grief</td>
</tr>
<tr>
<td>Expressive-experiential psychotherapies</td>
<td>Exacerbation of painful emotions</td>
</tr>
<tr>
<td></td>
<td>Increased anger</td>
</tr>
<tr>
<td>Boot camp interventions for conduct disorder</td>
<td>Exacerbation of conduct problems</td>
</tr>
<tr>
<td></td>
<td>Increased recidivism</td>
</tr>
<tr>
<td></td>
<td>Increased antisocial behavior</td>
</tr>
<tr>
<td>DARE programs</td>
<td>Increased intake of alcohol and other substances (e.g., cigarettes)</td>
</tr>
</tbody>
</table>

*Note: Potential harms from Table 1 (p. 58) and text of Lilienfeld (2007).*
Sakaluk et al. (2019), we meta-analyzed both “optimistic” effect selections (i.e., in the direction of efficacy or neutrality) and “pessimistic” effect selections (i.e., in the direction of harm). This provided independent sets of effects across samples as well as estimates covering the range of what might be reasonable to infer about a particular PHT given particular assumptions. We also estimated meta-analytic posterior distributions for the effect of harm based on these competing samples of effects. These analyses were performed twice: first using what could be considered a “one-tailed” assessment of Bayes factors with a hypothesized interval of effects that prioritized the assessment of harm for a particular PHT, and second using a “two-tailed” assessment of Bayes factors with a hypothesized interval of effects that left open the possibility of harm or efficacy for a particular PHT. We see these separate analyses as speaking to two different questions of evidential value: the first about the evidential value underlying Lilienfeld’s (2007) original claims of harm, and the second about an effect of harm (a possibility) or an effect of efficacy (the original intention of the intervention).

We submit that studies characterized by Bayes factors that are ambiguous with respect to harm or efficacy/equivalence (see Jeffreys, 1961) constitute weaker evidence than do studies characterized by stronger Bayes factors in favor of harm or efficacy/equivalence. Moreover, posterior distributions of effect sizes for a PHT that are concentrated in an ambiguous range of effect size (e.g., \(-0.10 < d < 0.10\)) constitute weaker evidence for a PHT than do posterior distributions with the bulk of their mass in an informative range of effect sizes (e.g., \(d < -0.10, d > 0.10\)). All of these analyses were performed using the BayesFactor package (Morey & Rouder, 2018) for \(R\) (R Core Team, 2018), which required us to use \(t\)-statistics for pairwise comparisons between PHTs and control conditions at post-treatment and follow-up waves of an RCT.

### 2.3.4 Rationale for metric selection

Multiple considerations guided our selection of misreporting rates, power-related indexes, and Bayes factors as metrics of evidential value, in lieu of other systems of determining evidential value (e.g., Chambless & Hollon, 1998; Guyatt et al., 2011; Guyatt et al., 2008). Early methods to examine evidential value of psychotherapies involved appraising whether statistical comparisons of treatment versus control reached \(p < .05\) in two independent RCTs (see, e.g., Lilienfeld’s (2007) “probable harm” classification for PHTs and Chambless and Hollon’s (1998) “efficacious” designations for ESTs). Although a clearly positive, watershed development in terms of increasing the scientific rigor with which psychotherapies were evaluated (Tolin et al., 2015), subsequent methodological scholarship has demonstrated that \(p < .05\) is a relatively weak evidentiary threshold, for which the utility can be further (and easily) undermined through the use of relatively commonplace statistical practices (John et al., 2012; Simmon et al., 2011). In comparison, our selection of evidential value metrics ensures that (a) no one metric is exalted to serve as *the* metric of evidential value (unlike \(p < .05\)), and (b) we can take into consideration the degree to which the rules of inference with \(p\)-values may have been compromised (vis-a-vis \(R\)-Index’s correction for inflated rates of significance).

In recent years, the appraisal of the evidential value of ESTs has shifted to new systems of increasing complexity and rigor (Tolin et al., 2015), such as the Grading of Recommendations, Assessment, Development, and Evaluations (GRADE) approach (Guyatt et al., 2008). However, proponents of GRADE acknowledge that it involves a high degree of subjectivity in its application, as “[t]wo persons evaluating the same body of evidence might reasonably come to different conclusions about its certainty” (Siemieniuk & Guyatt, 2019, para. 5), a feature that may threaten its reproducibility. By comparison, our metrics of evidential value, when applied to the same body of evidence (i.e., sample of effects), are fully reproducible in their output. That is, although two hypotheti-cal reviewers might disagree to what degree a certain level of misreporting, power, \(R\)-Index, or Bayes factor is desirable or problematic, our approach would at least ensure that the hypothetical reviewers would derive the same numbers. Moreover, for many of our metrics, there are consensus (Cohen, 1962; Jeffreys, 1961) or expert opinions (e.g., the consultants who contributed to Sakaluk et al., 2019) to inform qualitative interpretations of evidential value (e.g., concluding evidence is “Strong” for power > 0.80). For GRADE, however, the two reviewers could render substantively different classifications (e.g., “Low” and “High”) based on the application of the same system.

A final consideration motivating our selection of evidential value metrics is that they are, for the most part, intuitive in their interpretation. GRADE, in contrast, relies on the extraction and interpretation of more cumbersome metrics. Namely, when appraising Imprecision (Guyatt et al., 2011), reviewers applying GRADE are encouraged to interpret confidence interval width as a signal of evidential value, with narrower CIs being characterized as stronger evidence. Although an exhaustive explication of our concerns with this approach to appraising evidential value via examining effect (im)precision is beyond the scope of the current review, we briefly note the ample evidence that confidence intervals (a) are often mistakenly interpreted and poorly implemented (e.g., Belia, Fidler, Williams, & Cumming, 2005; Hoekstra, Morey, Rouder, & Wagenmakers, 2014); (b) are subject to having their meaning eroded by the very same violations of frequentist inference rules that commonly compromise \(p\)-value-reliant inference (e.g., Sakaluk, 2016); and (c) contain, in their width, more information than merely their estimation
precision, but also capture some degree of true heterogeneity in effect sizes (Kenny & Judd, 2019). By comparison, our selection of rates of misreporting, statistical power, etc., seem much less likely to be misinterpreted or misapplied by the average reader.

3 | RESULTS

In total, we identified 562 effects that met our inclusion criteria for providing evidence for/against harm for boot camp interventions (number of effects = 31), CISD (number of effects = 100), DARE (number of effects = 243), expressively-experiential psychotherapies (number of effects = 6), grief counseling (number of effects = 131), and Scared Straight interventions (number of effects = 51). Apart from some of the effects from boot camp interventions and DARE, the bulk of these effects were from comparisons of treatment against no-treatment control groups (see Figure 1). Consistency of coding across our reviewers was excellent, as computing our metrics using data from either the first or second reviewer produced relatively trivial differences (see https://osf.io/nbc5h/ for comparable tables of metrics).

Evidential value metrics for each PHT are listed in Table 2. Most of the effects described in the PHT literature were not sufficiently reproducible to allow for calculation of our evidential value metrics. In other words, the majority of studies included the outcome of a statistical test comparing the PHT to a control condition (e.g., “statistically significant,” “\( p < .05 \)”), but otherwise did not report a sufficient amount of accompanying information (e.g., omitting descriptive statistics, test statistics, degrees of freedom) to allow us to verify accurate reporting, estimate power, or compute Bayes factors.

3.1 | Evidential value of individual PHTs

With few exceptions, there was little evidence of misreported statistical tests across PHTs. However, the low rates were largely a byproduct of insufficient reporting of statistics, which undermined our ability to verify the (in)accuracy of the reporting. In the case of DARE, for example, of the 127 potentially verifiable effects, only six tests (5%) described the necessary statistical elements needed for stat-checking. For expressively-experiential therapies, the state of reproducible reporting was so low that none of the included tests could be evaluated.

A pattern of consistently low \( R\text{-Index} \) values across PHTs was also evident, indicating that tests of PHTs were either chronically underpowered, characterized by appreciable degrees of inflation of statistical significance, or both. Our analyses of the typical effect sizes that could be detected within the literatures of each PHT tell a more nuanced—and potentially more reliable (given the greater availability of usable effects)—story. Specifically, studies assessing boot camp interventions and DARE appear to have been designed, on
average, to reliably detect modest (and therefore reasonable) psychological effects ($d = 0.15–0.25$) of efficacy or harm at posttest or follow-up. Studies of the remaining PHTs, meanwhile, were poised to reliably detect only effects of efficacy or harm that were substantial and potentially beyond what might be considered reasonable (e.g., Hedges’ $g = 0.25$ in pill placebo-controlled studies of psychological treatments for major depressive disorder; Cuijpers et al., 2014) for psychological interventions.

Individual Bayes factors for harm of PHTs ranged from providing very strong evidence against the possibility of harm to approaching strong evidence of harm. Meta-analytically synthesizing across Bayes factors for grief counseling, we found consistent strong evidence against harm for both pessimistic ($BF_{01} = 23.80$) and optimistic ($BF_{01} = 62.50$) effect selections. Our results were more ambiguous for DARE, as we found that there was either relatively weak ($BF_{01} = 2.14$) or very strong ($BF_{01} = 76.92$) evidence against harm, using pessimistic and optimistic effect selections, respectively.

In contrast, meta-analytic findings for Scared Straight interventions and CISD supported the possibility of harm. For Scared Straight interventions, we found moderate evidence in favor of harm under pessimistic effect selection ($BF_{10} = 4.50$) and moderate evidence against harm under optimistic effect selection ($BF_{01} = 4.39$). Evidence against harm for CISD, meanwhile, was strong under optimistic effect selection ($BF_{01} = 17.24$), but in favor of harm under pessimistic effect selection ($BF_{10} = 8.56$).

### 3.2 Magnitude of potential harm/efficacy effects

Using our Bayesian meta-analytic models, we sampled from posterior distributions of effect sizes for each PHT ($n = 10,000$) in order to estimate the plausible extent of harm a given PHT might entail (see Figure 2). Median posterior effect sizes and 95% credibility intervals are reported in Table 3. Harm for both DARE and grief counseling appeared unlikely. The plausible extent of harm for CISD and Scared Straight interventions, meanwhile, appeared more consistent, and under pessimistic effect selection specifically, could be substantial. We were unable to compute Bayes factors for boot camp interventions due to insufficiently reported statistical detail.

As an accompanying exploratory analysis, we re-specified these meta-analytic models to evaluate the possible extent of harm (the concern espoused in Lilienfeld (2007)) or efficacy (the presumed original intent of the intervention; see Figure 3). Median posterior effect sizes and 95% credibility intervals are reported in Table 4. Out of the four examinable PHTs, only grief counseling appeared to have any substantive

<table>
<thead>
<tr>
<th>PHT</th>
<th># of Effects</th>
<th>% Gross reported</th>
<th>% Minor reported</th>
<th>R-index</th>
<th>BF01 meta</th>
<th>Optim.</th>
<th>BF10 meta</th>
<th>Optim.</th>
<th># of Usable effects (Power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boot camp interventions for conduct disorder</td>
<td>31</td>
<td>4/18</td>
<td>0</td>
<td>0</td>
<td>0.23</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CISD</td>
<td>100</td>
<td>8/26</td>
<td>0.28</td>
<td>60</td>
<td>0.28</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0.23</td>
</tr>
<tr>
<td>DARE programs</td>
<td>243</td>
<td>6/127</td>
<td>0.25</td>
<td>120</td>
<td>0.25</td>
<td>120</td>
<td>0</td>
<td>0</td>
<td>0.23</td>
</tr>
<tr>
<td>Expressive-experiential psychotherapies</td>
<td>100</td>
<td>8/26</td>
<td>0.28</td>
<td>60</td>
<td>0.28</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0.23</td>
</tr>
<tr>
<td>Grief counseling for normal bereavement</td>
<td>131</td>
<td>1/82</td>
<td>0.22</td>
<td>108</td>
<td>0.22</td>
<td>108</td>
<td>0</td>
<td>0</td>
<td>0.23</td>
</tr>
<tr>
<td>Scared Straight interventions</td>
<td>51</td>
<td>1/32</td>
<td>0.20</td>
<td>47</td>
<td>0.20</td>
<td>47</td>
<td>0</td>
<td>0</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Note: Reproducible Friendly = fully reported p-checkable tests/ostensibly p-checkable tests. Gross reporting errors = misreports. Minor reporting errors = misreports not impacting claims of statistical significance. Minor reporting errors = misreports impacting claims of statistical significance. Dividing 1 by $BF_{10} < 1$ will render $BF_{01}$ in favor of no harm.
efficacious potential. DARE, alternatively, demonstrated minimal efficacious and iatrogenic potential—its posteriors largely suggest it is without effect for better or worse. CISD and Scared Straight interventions, finally, appear to be ineffective at best, and appreciably harmful at worst, depending on optimistic or pessimistic effect selection.

4 | GENERAL DISCUSSION

As the psychologist Richard Gist noted, “[W]e must especially work to discourage yielding to the desperate need to do something by acquiescing to the compulsion to use anything” (Gist, 2001, p. 16). Lilienfeld’s (2007) list of PHTs was a seminal contribution that drew attention to maleficence as an unintended consequence of the pursuit of beneficence. However, concerns about the replicability of clinical science (e.g., Tackett et al., 2017, 2018) demand comprehensive inquiry into the evidential value of both claims of therapeutic efficacy (e.g., Sakaluk et al., 2019) and potential harms from interventions. To this end, we performed a meta-scientific review of six PHTs described by Lilienfeld.

More consistently than strong evidence of harm (or benefit), our analyses suggest the evidence underlying many PHTs is weak or ambiguous across a variety of metrics. Findings from PHT trials are limited partially due to insufficient controls (e.g., over-reliance on no-treatment control groups and randomization inconsistencies), as well as spartan statistical reporting prohibiting verification of results. The literatures for most PHTs were also underpowered to detect plausibly sized effects of psychological interventions and featured inflated rates of statistically significant results. Finally, Bayes factors for many PHTs were either impossible to calculate due to insufficient information or indicated neither strong evidence for harm nor benefit (e.g., DARE). There were some notable, albeit isolated, exceptions to these overall ambiguous findings. Evidence for potential harm most clearly emerged for Scared Straight interventions and CISD. Namely, the pessimistic Bayes factors suggested moderate
to strong evidence of harm, with the posterior distributions suggesting that, at best, these interventions are potentially ineffective.

### 4.1 Implications for science and practice

We strongly advise that patterns of ambiguous findings for a given PHT should not be taken as evidence that the intervention is not harmful. Ambiguous findings indicate just that ambiguity as to whether the therapy will harm, or potentially help. And even if harm is not likely, the absence of harm is not compelling evidence of benefit. A goal of this review is to highlight that ethical research and practice dictates comprehensive examination of not only effective treatments but also potentially iatrogenic interventions as well. Given the probability for harm detected in the present review, Scared Straight and CISD deserve the most attention and are the most deserving candidates for psychological reversal (see Sakaluk et al., 2019). The probability of harm suggested by our Bayesian meta-analysis distinguishes CISD and Scared Straight from the other PHTs analyzed. We remain open to the possibility that harm from Scared Straight and CISD may be mitigated in very specific samples but underscore the need for a high evidential bar to justify future trials or use in clinical practice.

A crucial takeaway from our review is that the traditional model for psychological outcome research is limited. Conducting trials with small teams, in siloed laboratories, and with overly flexible research methods is insufficient to address contemporary inquiries of clinical practice. Registered (Nosek et al., 2018), large-scale collaborative trials and crowdsourced scientific initiatives (Uhlmann et al., 2018) verified for accuracy and reproducibility (Sakaluk, Williams, & Biernat, 2014) are needed to accelerate our scientific understanding of health treatments. The field must also be accepting of informative null findings (Chambers, 2013). Additionally, we recommend that, prior to conducting a treatment trial or initiating treatment, researchers and clinicians investigate the scientific standing of the underlying putative therapeutic mechanisms. When putative mechanisms do not converge with basic science findings, trials and treatments should be discouraged.

### 4.2 Limitations

This review is not designed to be an exhaustive analysis of the evidential value of PHTs. Whereas we strove to include as many RCTs as possible, conducting six systematic reviews is beyond the scope of this article. We relied on currently available reviews, and 19% of the reports we extracted from them were unpublished theses and other forms of non–peer-reviewed reports. However, we cannot comment on the state of evidential support for PHTs that were not derived from RCTs, cannot be found in the extant review literature due to publication bias, or were not included in Lilienfeld (2007). Additionally, we have not provided an evaluation of the seven other PHTs identified by Lilienfeld due to a dearth of RCTs. This should not be taken as tacit evidence for lack of harm (or evidence of efficacy). We chose to leverage the internal validity that accompanies RCTs, but other compelling sources of harm should be carefully considered as well, especially when an RCT would not be ethical or pragmatic (e.g., an RCT of conversion/reparative therapy).

Another potential limitation is that our results are relegated to a particular quantitative operationalization of harm (average iatrogenic effects, based on Treatment vs. control comparisons, in the full sample of participants for a given RCT), when alternative methods to assess harm are available (e.g., American Geriatrics Society, 2015). From our perspective, our use of a consistent operationalization of harm was desirable in order to render comparable the evaluations of the PHTs that we reviewed, as well as map onto ways in which efficacy has alternatively been considered and evaluated (Chambless & Hollon, 1998; Sakaluk et al., 2019). Further, the operationalization that we used (and relatedly, our selection of metrics of evidential value) ought to have been the most feasibly implementable. The computation of our metrics required fairly low-level statistical elements ($M$s, $d$s, and $95\%$ CRs).
WILLIAMS et al. SDs, ns, test statistic values, and degrees of freedom) to be consistently reported, and reporting standards in many journals (e.g., APA, 2020) ostensibly require these elements to be included in published articles. Thus, while we encourage future efforts to consider alternative operationalizations of harm, we would simultaneously caution those embarking on such an endeavor to be aware that the state of statistical reporting might be even more spartan and inconsistent than in our review, thereby rendering such an investigation even more logistically challenging.

Finally, there is an inherent limitation in conducting a quantitative review of treatments that were at one time deemed potentially harmful. Treatments are often altered when early trials indicate a lack of efficacy or a potential for

**TABLE 4** Meta-analytic posterior median and 95% credibility interval for harm or efficacy

<table>
<thead>
<tr>
<th>PHT</th>
<th>Effect selection</th>
<th>d</th>
<th>95% CR LL</th>
<th>95% CR UL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CISD</td>
<td>Optimistic</td>
<td>0.02</td>
<td>−0.108</td>
<td>0.148</td>
</tr>
<tr>
<td>CISD</td>
<td>Pessimistic</td>
<td>−0.207</td>
<td>−0.35</td>
<td>−0.065</td>
</tr>
<tr>
<td>DARE</td>
<td>Optimistic</td>
<td>0.087</td>
<td>0.013</td>
<td>0.162</td>
</tr>
<tr>
<td>DARE</td>
<td>Pessimistic</td>
<td>−0.072</td>
<td>−0.145</td>
<td>0.003</td>
</tr>
<tr>
<td>Grief</td>
<td>Optimistic</td>
<td>0.29</td>
<td>0.147</td>
<td>0.434</td>
</tr>
<tr>
<td>Grief</td>
<td>Pessimistic</td>
<td>0.083</td>
<td>−0.067</td>
<td>0.23</td>
</tr>
<tr>
<td>Scared Straight</td>
<td>Optimistic</td>
<td>−0.064</td>
<td>−0.308</td>
<td>0.171</td>
</tr>
<tr>
<td>Scared Straight</td>
<td>Pessimistic</td>
<td>−0.294</td>
<td>−0.543</td>
<td>−0.048</td>
</tr>
</tbody>
</table>

*Note: Negative sign indicates the direction of harm.*
harm. Furthermore, significant drops in research trials can follow early failures. For example, our review includes nine new CISD RCTs that were not included in Lilienfeld (2007). However, the most recent was published in 2008. We also could not identify any new RCTs of Scared Straight since Lilienfeld’s review. Therefore, if CISD, Scared Straight, or any other PHTs have significantly modified their treatment protocols, and the modified protocols have not been examined in RCTs, then we must limit our conclusions: We can only speak to the evidential value of harm based on the protocols followed in available RCTs. It is unclear how PHTs substantially altered in contemporary practice relate to our findings. But without clinical trials (ideally RCTs) supporting the amended protocols, their efficacy and lack of harm are still open questions that should be eyed skeptically by clinicians and researchers.

5 | CONCLUSION

Clinicians are ethically obligated to provide safe treatments. Identifying potentially iatrogenic treatments, as Lilienfeld (2007) notably did, supports clinicians in fulfilling this obligation. Concerns about the replicability of clinical psychological science, including by Lilienfeld himself (Tackett et al., 2017), motivated the present meta-scientific review of the clinical trial literature underlying PHTs. Across a variety of metrics, the evidential value for studies of PHTs was low; the most common pattern we observed was that effects in the PHT literature were not reported with sufficient detail to render them usable for evaluating their evidential value. However, amidst the ambiguity, there were a few indicators of potential for harm, most notably for CISD and Scared Straight interventions. Considering the potential for harm and the lack of strong evidence for benefit from most PHTs in this study—an exception being grief therapy—we recommend practitioners refrain from using them without better evidence. Moreover, researchers should carefully consider the evidence for benefit/harm before engaging in future trials of PHTs, and they should cease trials of CISD and Scared Straight unless especially impressive evidence indicates a lack of harm. Finally, this review does not serve as an exhaustive evaluation of all PHTs or as the final arbiter of potential efficacy or harm. We encourage clinicians to examine varied forms of evidence (e.g., case reports, uncontrolled studies) for the potential of harm, and to critically evaluate it (e.g., question whether a therapeutic mechanism is scientifically plausible or contorts what we already know about human behavior). Similarly, because our methods are not completely bias-free, researchers should continue evaluating treatment outcome research while developing and applying novel methods to assess evidential value, potential biases, and validity of findings. Increasing the reproducibility and evidential value of future research on potentially iatrogenic treatments will serve clinicians and researchers well in their efforts to avoid unintentionally harming those they are ethically responsible to help.
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